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CORIOLIX Breakout Session

Session Objectives
– Improve your understanding of CORIOLIX
– Provide you with information on how get started

Session Approach
– Introduce CORIOLIX and the ARF specialized service
– Take time to demonstrate features
– Take time to explore common use cases
– Finish off with Information on how to participate



What is CORIOLIX
CORIOLIX integrates operation and management of: 
▪ Data Acquisition

▪ Manages configuration and state

▪ Data Processing
▪ Performs real-time and delayed/batch processing

▪ Data Storage & Management 
▪ Annotates data, logs system configuration, performs replication

▪ Data Access
▪ Offers multiple modes (File Download, Real-Time Streaming, API Polling)
▪ And multiple standards (ASCII, JSON, OpenDAP, netCDF, OGC, MQTT)
▪ Supports role-based access
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What does it look like from the driver's seat?
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What does CORIOLIX look like under the hood?
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Who’s used or is using CORIOLIX?
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CORIOLIX in the ARF:

     R/V Oceanus  (Retired 2021)

1. R/V Endeavor (online)
https://coriolix.ceoas.oregonstate.edu/endeavor

2. Point Sur (online)
https://coriolix.ceoas.oregonstate.edu/ptsur

3. Sikuliaq (online)
https://coriolix.sikuliaq.alaska.edu

4. R/V Savannah  (November 2024)
5. RCRV Taani (online in lab now)
6. RCRV Natragansett Dawn (not too far)
7. RCRV Mason (somewhat further)

We hope to add more than one new UNOLS ship/year

CORIOLIX at NOAA:
15 ships + 1 Weather Station

https://coriolix.ceoas.oregonstate.edu/endeavor
https://coriolix.ceoas.oregonstate.edu/ptsur
https://coriolix.sikuliaq.alaska.edu/


CORIOLIX:  Minimum Requirements

Shipside Hardware: 
an example from our smallest deployment

• 1 socket (CPU), 8c/2T, 3.2 GHz
• 48GB RAM, 1.5TB Disk
• somewhere between $3 – 5K

Shoreside Hardware:
single socket server or virtual host (same specs as above) 

Software/OS:
Debian (now), Alma (testing), Docker (pre-testing)
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CORIOLIX : The ARF Specialized Service
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Who  Us: OSU (about 1.5 FTE total) & Them: 7 ARF ships
What ^ see slide title ☺
When 2023 pilot project, renewed in 2024!
Where Most setup is performed remotely , but we do vessel visits

Why(s) Enable real-time & distributed workflows
 Scientific, Operational, Educational

Leverage integrations with other programs/systems
R2R, SAMOS, NOAA / Acquisition, Config Control
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Chris Romsos       Datapresence 
Systems Engineer

Jasmine Nahorniak 
Assistant Datapresence Systems Engineer

James Caison
Design Specialist

2015 -
Lead for Datapresence and RCRV Cyberinfrastructure
Background – Marine Geology, Fisheries, Geographic Info Systems

2015 -
Lead CORIOLIX developer
Background – Ocean Optics, Data Processing & Management, UI design

2022 -
Leading Video and sensor systems integrations
Background – Marine & Technical Services

2024 – 
Development + Manage CORIOLIX installations on vessels
Background – 3D Visualization and Web Development

RCRV Datapresence & Engineering Support Center

Tristan King
Data Systems Specialist



Service Topic: Codebase Maintenance & Mgmt.

Security Compliance
– Maintain security compliance for CORIOLIX software.

Regular and Scheduled Maintenance
– Manage library & package dependencies.
– Implement code review to identify and remedy errors.

Code Development
– Implement new features and code improvements
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Codebase Topic:  Open-Source Status

The RCRV Project Execution Plan identifies the first vessel delivery date as 
the open-source milestone for CORIOLIX, late 2025 <=> early 2026.

– Status has not limited much operationally, but we are eager to open things 
up for community development

CORIOLIX will be open-sourced under MIT License
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Service Topic: Deployment Maint. & Mgmt.

Deployment Maintenance & Management
– Security Compliance

Perform recommended system updates and patches.
– Regular and Scheduled Maintenance

Manage deployed system configurations.
– System Health
– Monitor and maintain system health.
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Service Topic: Client Support
Vessel personnel

– Provide on-call shore-side support and 
troubleshooting

– Assist with metadata entry and CORIOLIX system 
configuration

– Assist with the post-cruise data package delivery to 
R2R

– Offer CORIOLIX setup and management training

Science personnel
– Support the data access needs of science 
– CORIOLIX training for scientific users
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User Projects: API wrapper & UAF Grafana
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Troubleshooting Topic: “All Red!”

Problem:
One or more loggers are in an 
alert condition!

Observation:
Nav data is stale, > 15 minutes!
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Troubleshooting Topic: “All Red!”

Troubleshooting Step 1:
Check OpenRVDAS

Observation: 
No errors in OpenRVDAS 
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Troubleshooting Topic: “All Red!”
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Troubleshooting Step 2:
CORIOLIX alerts work from the data logged to the database.  Data is 
also logged to file.  Check the status of the file content.
Observation:
The time is now 2014-10-18T17:27:33.133639Z – File Data Stale 



Troubleshooting Topic: “All Red!”
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Troubleshooting Step 3:
Check to see if UDP data is 
available on intended port

Observation:
No data on UDP port!

Cause Identified:
Firmware upgrade reset the 
default output port for Seapath 
UDP messages.





Bits to Bins: The Life of a Data Message

A Simple Example

Sensor
Communication type

Native output data units
Example data message

Desired final product

WETLabs WETStar Fluorometer
RS-232
counts (uncalibrated, uncorrected)
1452
Chl-a (ug/l)



Physical Topology: Flowthrough System



Bow Thruster Room

Shipside Overview

EDGE
OpenRVDAS

computer

Data Center

CENTRAL
OpenRVDAS

VM

Archive

PUB
VM

R2R



Bow Thruster Room

First Stop: Edge OpenRVDAS

Sensor
Outputs serial data

Edge OpenRVDAS 
Handles numerous sensors local to that space
Reads serial data
Prepends sensor ID
Prepends timestamp
Saves local copy as emergency backup
Outputs UDP data to port X

1472 2022-12-01T00:00:02.167231Z fluoro001640 1472 

NOTE: 
The OpenRVDAS 
configuration files
are auto-generated from 
information in CORIOLIX 
(sensor IDs, COM ports, etc.).

EDGE
OpenRVDAS

computer
ship-wide
data network

port X



Second Stop: Central OpenRVDAS
Data Center

Central OpenRVDAS 
Handles all CORIOLIX sensors
Reads UDP data from port X
Saves local copy as backup
Saves copy to archive for R2R
Parses data message using regex
Reads calibration information from CORIOLIX
Calibrates and processes the data
Calculates corrected timestamp
Calculates flags
Writes data and flags into a database on AGG
Outputs processed data to UDP port Y

ship-wide
data network

CENTRAL
OpenRVDAS

VM

AGG
VM

X

Y

Archive

2022-12-01T00:00:02.167231Z fluoro001640 1472 
['^(?P<chl_raw>\d+)$’]
{"cal": "D_CWO": "86", "D_SF": "0.0194", ...}}
(1472 – 86) * 0.0194 = 26.89 ug/L
2022-12-01T00:00:00.567231Z
222124222222222222222222222222



Third Stop: Aggregator VM
Data CenterAggregator (AGG) VM

Stores data in database tables
Not accessible by end users
Syncs data to the PUB VM CENTRAL

OpenRVDAS
VM

AGG
VM

PUB
VM

Table: 
    sensor_mixed_1_archive
Columns: 
    p3    (chl-a ug/L)
    p11  (chl-a counts)
    f3    (chl-a ug/L flags)
    f11  (chl-a counts flags)



Third Stop: Public VM
Data CenterCORIOLIX VM

Hosts CORIOLIX website
Stores data in database tables
Stores sensor metadata
Bins data into one-minute averages
Provides data access
Delivers alerts

CENTRAL
OpenRVDAS

VM

CORIOLIX
VM



Fourth: Long-Term Archives

Shore-Side

Shore-Side PUB VM
Daily, delivers a custom daily data 
file to SAMOS. 
Files are auto-generated from a 
subset of one-minute binned data.

CORIOLIX
VM SAMOS

Ship-Side

Ship-Side PUB VM
At end of cruise, packages raw files 
from archive and delivers to R2R
with metadata (over shore connection)

R2RCORIOLIX
VM

Archive
shore
connection
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Start of Live Demo
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End of Live Demo



 Sensor Room

Shipside Overview
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DAS

 Data Center (Ship)

OpenRVDAS

Flat File
Archive

CORIOLIX

Flat File
Local Backup

R2R
cruise
distro

LAN

MQTT
Client

Data sent
to shore

Metadata
sync’d with shore



OpenRVDAS Role
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OpenRVDAS Functions

Reads Reads UDP data from port X
Writes Saves a backup of the raw data
Transforms Prepends timestamp and sensor ID
Writes Saves annotated data for R2R

Parses Parses data message using regex
Transforms Calibrates and processes the data

Calculates corrected timestamp
Calculates flags

Writes Inserts data into the CORIOLIX database
Distributes Broadcasts processed data via UDP

Example

1472

2022-12-01T00:00:02.167231Z fluoro001640 1472 

['^(?P<chl_raw>\d+)$’]
(1472 – 86) * 0.0194 = 26.89 ug/L
2022-12-01T00:00:00.567231Z
222124222222222222222222222222

NOTE: The OpenRVDAS 
configuration files are auto-generated 
from information in CORIOLIX (sensor 
IDs, UDP ports, etc.).



CORIOLIX : Public URLs
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https://coriolix.ceoas.oregonstate.edu/endeavor/
CORIOLIX R/V Endeavor  (shore-side)

https://coriolix.ceoas.oregonstate.edu/ptsur/
CORIOLIX R/V Point Sur  (shore-side)

CORIOLIX R/V Sikuliaq  (shore-side)
https://coriolix.sikuliaq.alaska.edu



Vessel Support Plans for 2023 & 2024
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Vessel Support Type Funding
R/V Taani New installation NSF (RCRV)
R/V Savannah New installation NSF (ARF Special Service)
NOAA testbed New installation NOAA/CIMERS
R/V Sikuliaq Enhanced support NSF (ARF Special Service)
R/V Endeavor Continued support NSF (RCRV)
R/V Point Sur Continued support NSF (RCRV)
R/V Gilbert R. Mason Content development NSF (RCRV)
R/V Narragansett Dawn Content development NSF (RCRV)



Feedback
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Suggestions for improvements and new features are always welcome!

Feedback Options

A) Email
r-desc@lists.oregonstate.edu

B) “Feedback” button found on every CORIOLIX page

mailto:r-desc@lists.oregonstate.edu
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Regional Class Research Vessel Program- Oregon State University

CORIOLIX Acknowledgements

October 24, 2023

R-DESC alumni
Katie Watkins-Brandt

Datapresence Student Employees
Shivani Wanjara
Sean Marty
Matthew Zakrevsky
Jack Stevenson
Ian Black
Anna Hughes
Shobana Chandrasekaran
Kyle Buffington
Mina M. Ho

Datapresence Student partners
Hannah Hadi

Datapresence Contractors
Steve Foley
Webb Pinner
David Pablo Cohn

Vessels & Crew
Oceanus
Endeavor
Point Sur
Sikuliaq

OSU
Kyle Cole (SMILE)
Renee O'Neill (SMILE)
Adam Talamantes (SMILE)
Tracy Crews (Oregon Sea Grant) 

R2R/SAMOS
Suzanne Carbotte (R2R)
Dru Clark (R2R)
Rebecca (Becca) Hudak (R2R)
Suzanne O’Hara (R2R)
Chris Olson (Scripps)
Karen Stocks (R2R)
Laura Stolp (R2R)
Shawn Smith (SAMOS)
Kristen Briggs (SAMOS)
Mark Bourassa (SAMOS)
Ethan Wright (SAMOS - student)

RCRV OIs
Lynn Butler (ECOC, URI)
William Fanning (ECOC URI, RCRV SOC)
Erich Gruebel (ECOC URI)
Gabe Matthias (ECOC URI)
Kylie Pasternak (ECOC URI)
Joshua Bierbaum (GCOC USM)
Alex Ren (GCOC LUMCON)

ARF & Other External Collaborators
Julia Hummon (UHDAS)
Toby Martin (UHDAS)
Steven Hartz (UAF)
John Haverlack (UAF)
Steve Roberts (UAF)
Ethan Roth (UAF)
Lee Ellet (SIO)
Vicki Ferrini (LDEO)
Dwight Coleman (URI ISC)
Derek Sutcliffe (URI ISC)
John Meyer (HSN)
Kevin Walsh (HSN)

Standard Vocabularies
Gwen Moncoiffe (NERC)
Beiko Maas (MFP)
Alice Doyle (UNOLS)

OSU CEOAS
OSU Ship Operations
Research Computing Support
Reimers Lab
Angel White
Maria Kavanaugh
Martechs:
  Andrew Woogen
  Jonah Winters
  Kristin Beem
  Brandon D'Andrea
  Alex Wick
  Emily Shimada
  Kate Kouba
  Croy Carlin
  Michael Tepper-Rasmussen
  Sam Richards
  Tyler Peterson

Major Facilities
OOI (OSU)
TrustedCI
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Extra Slides



Bow Thruster Room

First Stop: Edge OpenRVDAS
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Sensor
Outputs serial data

Edge OpenRVDAS 
Handles numerous sensors local to that space
Reads serial data
Prepends sensor ID
Prepends timestamp
Saves local copy as emergency backup
Outputs UDP data to port X

1472 2022-12-01T00:00:02.167231Z fluoro001640 1472 

NOTE: 
The OpenRVDAS 
configuration files
are auto-generated from 
information in CORIOLIX 
(sensor IDs, COM ports, etc.).

EDGE
OpenRVDAS

computer
ship-wide
data network

port X



CORIOLIX VM
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Data Center

CORIOLIX VM
Hosts CORIOLIX website
Stores data in database tables
Stores sensor metadata
Bins data into one-minute averages
Provides data access
Delivers alerts

OpenRVDAS
VM

CORIOLIX
VM



Long-Term Archives
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Shore-Side

Shore-Side CORIOLIX VM
Daily, delivers a custom daily data 
file to SAMOS. 
Files are auto-generated from a 
subset of one-minute binned data.

CORIOLIX
VM SAMOS

Ship-Side

Ship-Side CORIOLIX VM
At end of cruise, packages raw files 
from archive and delivers to R2R
with metadata (over shore connection).
Large datasets are delivered 
separately.

R2RCORIOLIX
VM

Archive
shore
connection


